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Abstract. Efficient image retrieval from large image databases is a chal-
lenging problem. In this paper we present a method offering constant
time complexity for the comparison of two shapes. In order to achieve
this, we extend the qualitative concept of positional-contrast by 86 new
relations describing the position of a polygon w. r. t. its line segments. On
this basis a histogram of the relations’ frequencies is computed for each
shape. A useful property of our approach is that, due to the underly-
ing concept of positional-contrast, it can be intuitively decided whether
its combination with other features is promising. Especially, retrieval re-
sults of about 64% are achieved in the MPEG test with constant time
complexity.

1 Introduction

Recent developments show an increasing spread of digital technologies in many
areas of economic, scientific, and even personal life. This process often comes
along with the application of large image databases. Their management requires
feasible search technologies. While a great deal of work addresses issues con-
cerning segmentation, grouping, and feature extraction, less emphasis has been
put on the representation of extracted objects so as to support efficient retrieval
processes. In this paper we will concentrate on this latter topic bringing forward
results in the context of qualitative representations which advance image and
video retrieval systems in that they allow objects to be indexed concisely.

While colour and texture have been successfully applied to retrieval systems,
shapes pose major difficulties (cf. [11]). Being able to resort to many polygonal
approximation algorithms [13], and forming quite a compact description for two-
dimensional outlines even with little influence on the perception of shape [2],
we shall focus on the description of polygons. We use especially [12], thereby
choosing a scale-invariant approximation error of one percent of a polygon’s
perimeter.

For the search of objects in image databases there are concurrent require-
ments to be satisfied: On the one hand users demand for adequate responses
matching their query, on the other hand users require responses within an ap-
propriate period of time. While the first requirement is well fulfilled for polygons
[9], the second one still remains a major difficulty for large image databases due
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to the time complexity needed when searching for and comparing many objects.
Useful are therefore approaches that are based on simple features which only need
constant time complexity when comparing objects. Although these features are
rather limited for the purpose of object classification, they can be combined in or-
der to improve retrieval results. Examples for such features include moments [8],
compactness [3], radius ratio [4], and aspect ratio [3]. In this paper, we propose
yet another feature which equally concisely characterises single objects, namely
scope histograms, extending the approach which has been introduced in [6]. It
shows, that in the MPEG test our new approach outperforms the approaches
mentioned above, although still allowing to compare objects with constant time
complexity. Due to its completely different representation, it is promising to com-
bine our new approach with the other numerical features. This allows retrieval
results of about 64% to be achieved in the MPEG test, staying behind [9] only
twelve percentage points. However, they propose a much more complex approach
in order to obtain better results, requiring O(mn3) for comparing two outlines.

In the following section we will shortly review previous work on which scope
histograms are based. In Sect. 3 we introduce our new approach, which offers
constant time complexity for comparing two shapes. Afterwards, in Sect. 4 the
approach is compared and combined with others, and finally, we give a short
summary in Sect. 5.

2 Characterising Shapes Using Positional-Contrast

The notion of positional-contrast [6] is based on the extension of the 13 qualita-
tive relations between time intervals [1] to two dimensions. In order to distinguish
two-dimensional positions between line segments qualitatively, e. g. positions be-
tween line segments of polygons, [6] uses the orientation grid which has been
suggested by [15]. The orientation grid is induced by a line segment connecting
two points and it consists of three lines: One line passes both points, the other
two lines are oriented orthogonally w. r. t. the first one. Each of them passes one
of the two reference points. This divides the plane into six sectors, allowing a
third point to be located within this grid. Not only single points, but also line
segments can be described by their relative position to another reference segment
which induces the orientation grid. Every line segment is defined by a start and
an end point. Since each of these points can be located in any of the six sec-
tors of the orientation grid, there exist 62 = 36 arrangements between two line
segments that can be distinguished qualitatively. According to [5], this number
can be reduced to 23, due to symmetries and the omission of intersections. The
remaining 23 distinguishable bipartite arrangements, in short BA23, are depicted
on the left hand side of Fig. 1. The relations’ mnemonic labelling is shown in the
centre of Fig. 1.

Applying BA23, it is not only possible to characterise the relative position of
two single line segments. Moreover, one can describe the complete course of the
polygon w. r. t. a reference segment. This is accomplished by a sequence of n BA
relations describing each of the n line segments, one after another [7]:
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Fig. 1. Left: Example arrangements of BA23 relations. Centre: The relations’ mnemonic
labels. Right: Iconic representation of the sets describing the relations’ scopes

Definition 1 (Course) x is a line segment of a simple, closed polygon P . Its
course C(x) describes all BA relations between all lines of P and x:

C(x) ≡ (xy0 , . . . , xyn−1), xyi ∈ BA, i = 0, . . . , n− 1

Up to now, a polygon has only been characterised w. r. t. one of its line seg-
ments. In order to gain a complete characterisation, it has to be described w. r. t.
each of its segments. In doing so, we obtain a matrix containing n2 relations.
Thus, space complexity for this description is quadratic, O(n2). Time complexity
for the comparison of two polygons which are described this way is even higher.
Due to the fact that every matrix can be built up by starting with different refer-
ence lines, and that two matrices might be different in size (the second polygon
comprises m line segments), time complexity for the comparison of two of these
descriptions is O(mn3). In the following section we shall learn how space and
time complexity can be reduced.

3 Reducing Time and Space Complexity

In the following, we elaborate on how time and space complexity of the approach
described in the preceding Sect. 2 can be reduced. In our case, space complexity
depends on the number of relations, which are needed in order to characterise
a polygon. By time complexity we address the cost required for comparing two
polygons. In order to reduce the complexity of our description, we start with
proposing a new definition for the scope of polygons, which has been introduced
in [7]. Later on, this will enable us to compute a histogram of all the scopes
which are derivable from a polygon. Since two histograms can be compared
with constant time complexity by computing the sum of the distances of their
corresponding entries, we obtain a description offering both constant time and
constant space complexity. Note that the number of entries in the histogram does
not depend on the number of line segments of the polygons but on the number
of scopes conceivable, which is a fixed number.



As seen before, a sequence of n relations is needed in order to describe a
polygon’s course, C(x), by characterising the position of each of its n segments
w. r. t. x. In proceeding this way we obtain a detailed description of the polygon
with n2 relations. This level of detail is not always needed. Instead, it often suf-
fices to describe the position of a polygon as a whole w. r. t. a reference segment;
Figure 2 illustrates this. While the courses of the depicted polygons are quite
different, both courses have the same position w. r. t. their highlighted reference
segments: They are solely located in the left half of the orientation grids induced
by their respective reference segments.
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q1

Fig. 2. Two different polygons, both located solely in the left half of the orientation
grids induced by their respective reference segments

Instead of taking n relations as before, we now get along with a single relation
in order to characterise the polygons. Thus, space complexity for this description
is constant. When applied to both polygons depicted in Fig. 2, we obtain the
same description, i. e. they cannot be distinguished. At first glance, this seems
to be a major loss of information. Although the difference of both polygons
is obvious for humans, they would be indistinguishable according to our new
description. As we shall see below, this problem can be solved by describing
polygons not only w. r. t. one of their line segments. It is rather necessary to use
each line segment as a reference segment, inducing the orientation grid to each
line segment, one after another. Doing this, we observe that the left polygon in
Fig. 2 always lies on the left w. r. t. its reference segments. By contrast, the right
example results in many different descriptions.

Hitherto, we described the position of polygons rather at a conceptual level,
for instance, having denoted the relation in the preceding example “left”. In the
following, it is necessary to determine a set of relations which is adequate for
our purposes. The BA23 relations introduced in Sect. 2 do not fulfill this require-
ment. Segments characterised by them only pass through up to four sectors of
the orientation grid. Instead, a subset of BA23 containing only atomic bipartite
arrangements is worth to be further examined. We classify a BA relation as being
atomic if it either is located in one single sector or if it passes exactly one of the
orientation grid’s singularities connecting two adjacent sectors. This holds for
twelve relations, namely Bl, BOl, Dl, FOl, Fl, Fm, Fr, FOr, Dr, BOr, Br, as
well as Bm. In the following, these relations will be referred to as BA12 ⊂ BA23.



3.1 Scope of Bipartite Arrangements

Using the atomic relations identified above, the position of all BA23 relations can
be characterised w. r. t. the reference segment. For this purpose, each relation is
represented by the set of BA12 relations describing its position. In the following,
this set is referred to as the relation’s scope σ. The scope of each of the twelve
atomic relations is rather simple. It contains only the respective BA12 relation
and no further relations. More interesting are the scopes of the remaining non-
atomic relations, namely BOml, BCl, Cl, FCl, FOml, FOmr, FCr, Cr, BCr,
and BOmr. Since we deal with sets, these scopes can simply be considered as
unions of atomic scopes. For instance, the position of Cl is determined by the
set {Bl, BOl, Dl, FOl, Fl}. Each scope can be visualised by twelve circles, each
of which being located in accordance to its respective atomic relation in the
orientation grid. A circle is depicted opaque if its BA12 relation is member of
the scope, transparent otherwise. The right hand side of Fig. 1 depicts this iconic
visualisation for all BA23 relations.

3.2 Scope of Courses

After having defined the scopes for BA23 relations, we are now prepared to
determine the scope of a polygon’s course, i. e. for the whole polygon. As seen
before, the scope of non-atomic relations can simply be determined by combining
their respective atomic relations using the well-known union operation for sets.
Extending this to obtain the scope of the complete polygon is straightforward.
For the time being, we consider the scope σ′ simply as being determined by the
union of the scopes of all relations ri contained in the course C(x):

σ′(C(x)) ≡
n−1⋃

i=0

σ(ri), ri ∈ BA23 (1)

Every course of a simple, closed polygon describes a connected sequence of seg-
ments. However, while the scopes depicted on the right hand side of Fig. 1 form
gapless chains of atomic relations, this does not hold for every scope determined
using (1). This observation can be illustrated by taking a closer look at the left
hand side of Fig. 1. These visualisations of the BA23 relations show that two
relations which pass singularities of the orientation grid can follow each other
without being interrupted by the relation in the sector in between. For example,
BOl can be followed directly by FOl without Dl in between. However, one could
argue that Dl has nevertheless been passed through and therefore should be con-
sidered in the resulting scope. In order to achieve this, the following auxiliary
function is used:

close(σ′) = {sel(σ′, 1), sel(σ′, 2), . . . , sel(σ′, 12)} (2)

This function itself uses another auxiliary function:

sel(σ′, i) =





BA12(i) if BA12(i) ∈ σ′

or BA12(i−1) ∈ σ′ ∧ BA12(i+1) ∈ σ′ ∧ odd(i)
{ } else

(3)



In order to arrive at a scope having all gaps closed, (2) uses (3) twelve times. The
parameters of (3) are the preliminary scope σ′ determined with (1) as well as a
number from one to twelve. These numbers denote the atomic relations according
to their position in the scope as depicted in Fig. 1. Starting with Bl, ending with
Bm this allows to denote the atomic relations by BA12(1) to BA12(12) instead
of their mnemonic labels. Equation (3) first checks whether an atomic relation is
part of the preliminary scope. If so, its return value is the atomic relation itself.
A second case handles the situation if, instead of the relation itself, both of its
adjacent relations are contained in the preliminary scope. If the relation itself
additionally has an odd number, it fulfills the condition of being located in one
single sector and being left out by its neighbours. In this case, (3) also returns
the respective atomic relation. Otherwise it returns an empty set. Applying (2)
we get the final definition for the scope of courses:

Definition 2 (Scope) x is a line segment of a simple, closed polygon and C(x)
is its course. The set of atomic relations describing the position of C(x) is called
the scope of the course, in short σ(C(x)). It is defined by:

σ(C(x)) ≡ close

(
n−1⋃

i=0

σ(ri)

)
, ri ∈ BA23

Since every scope is a set of up to twelve atomic relations, in theory 212 =
4096 different scopes can be distinguished. As outlined above, the scopes realised
by simple, closed polygons always form a gapless chain of atomic relations. This
restriction leads to an extremely confined number of scopes that actually exist.
Each of these chains can contain up to twelve atomic relations. Those chains
containing only up to eleven relations can start at each of the twelve atomic
positions. If a scope contains all twelve relations its starting point is irrelevant.
This scope is referred to as the universal scope. Altogether 11·12+1 = 133 gapless
scopes can be distinguished. However, it can be observed that 47 of these 133
scopes cannot be realised by simple, closed polygons. This is due to the fact that
a realisation of these scopes would require a mathematically negative order of
the polygon’s points. By restricting ourselves to polygons with a mathematically
positive ordering, only 133 − 47 = 86 scopes can be realised by simple, closed
polygons.

To summarise, we are now able to qualitatively characterise the position of
any simple, closed polygon w. r. t. a reference segment by a set of twelve atomic
relations. This means, that space complexity for this description is constant in-
stead of linear (as before), when characterising a polygon by the position of each
of its segments. Thus, we are also able to characterise the polygon w. r. t. all of
its segments with linear space complexity instead of quadratic space complexity,
as before. In the following section we will see how to reduce this complexity even
further.



3.3 Scope of Polygons

In Sect. 2 we recognised that matrices are permutable and that two matrices
may not have the same size, which is the reason for the high runtime complexity
when comparing two polygons on the basis of this description. In principle, the
same holds for a polygon characterised by n scopes as described in Sect. 3.2:
The sequence of scopes is permutable and may not have the same length for
two polygons. These observations are related to the fact that we deal with an
ordered sequence of scopes.

Instead of dealing with ordered sequences, we shall now discard this ordering:
The qualitative partitioning into classes by the 86 scopes allows a histogram of
frequencies to be computed (Fig. 3). Thus, instead of being linear, space com-
plexity for this description is constant now, since only the frequencies of a fixed
number of 86 scopes are to be described. In order to achieve a certain invariance
against different approximation results, it makes sense to weight the histogram’s
entries by the relative length of the respective reference segments. Time com-
plexity also decreases by this procedure, since the distance of two histograms can
easily be computed by the sum of the distances of their corresponding entries.
Thus, we are now able to characterise polygons with constant space complexity.
Furthermore, it is possible to compare two polygons simply by considering the
histograms of their scopes. In the following Sect. 4, we shall learn which retrieval
results can be achieved by this method.

100.0% 50.0% 50.0% 41.9% 41.5% 16.6%

Fig. 3. Three simple scope histograms and their respective polygons. Left: The square’s
histogram contains only one entry, since all of its line segments have the same scope
relation. Centre: Due to the polygon’s regularity, the star’s histogram consists of two
entries with equal frequency. Right: The bell’s scope histogram contains three entries

4 Comparison with Other Approaches

In order to measure the retrieval performance of our method a comparison to
other approaches has been carried out. As an evaluation method, we use the
well-known core experiment CE-Shape-1 [10] for the MPEG-7 standard, which
allows a comparison of approaches to be accomplished by taking into account
only their retrieval results. Part B tests the capability of similarity-based re-
trieval techniques with a database of 1400 images: These images are semantically
grouped into 70 classes of various shapes, each class containing 20 objects. Each
image is used as a query, all other images in the database are ordered w. r. t.
their similarity by the approach under consideration. For each query the number



of images belonging to the same class are counted in the first 40 results. Since
every class contains 20 instances, the maximum number of correct matches is
20 for each single query. Altogether, the total number of correct matches for
all 1400 queries is 28000. As explained in [10], a retrieval rate of 100% is not
possible using only shape knowledge, since some classes contain objects, which
are semantically similar but differ significantly regarding their shape. Conversely,
using a hypergeometric distribution, it is easy to show that a random ordering of
the search results achieves about 2.86% in the MPEG test. This is a lower bound
showing how much better an approach is in comparison with mere chance.

Since the scope histogram offers constant time complexity for the comparison
of two objects, first of all it makes sense to compare it to other approaches
also having this property. This holds for the seven invariant moments proposed
by [8]. Applying [14], these moments can directly be computed for polygons
like our approach. Even simpler are quantitative numeric features characterising
polygons by a single numeric value. An example is the compactness as defined by
[3], which corresponds to the ratio 4πA

P 2 of area and perimeter. Further examples
are the radius ratio Rmin

Rmax
of the minimum enclosing circle and the maximal

contained circle [4] as well as the aspect ratio Hr

Wr
of the minimal enclosing

rectangle [3]. Performing the MPEG test for the approaches described before
leads to the results listed in Table 1: It shows that the numeric features, namely
compactness, radius ratio, and aspect ratio, which characterise a shape by one
single number gain results approximately between 16% and 24%. This is already
significantly better than when ordering the shapes randomly, which achieves not
even three percent correct matches. Even better results can be achieved using
the seven Hu moments. Their results are at least ten percentage points better
as they retrieve about 34% of the total number of correct matches. The scope
histogram introduced in this paper outperforms all other examined approaches
and retrieves about 46%. To conclude, using the scope histogram it is possible to
achieve a retrieval result which is about 16 times better than a random ordering.
Furthermore, our approach outperforms the other examined approaches which
also offer constant time complexity.

Table 1. Classification results of compactness (CO), radius ratio (RR), aspect ratio
(AR), Hu moments (HU), and scope histogram (SH) for CE-Shape-1 Part B

CO RR AR HU SH

21.86 16.82 24.12 34.13 45.52

After having examined the retrieval results for the scope histogram, the ques-
tion arises, whether its results can be improved by combining it with one or more
of the other approaches with constant time complexity. Table 2 lists the classi-
fication results for some of these combinations. It shows that by combining all
numeric features, namely compactness, radius ratio, and aspect ratio, a result



of about 52% can be achieved; including the Hu moments, we obtain 54%; the
scope histogram in combination with the Hu moments, 54%; the scope histogram
in combination with the three numeric features, we achieve 64%. When taking
all five features together into consideration we achieve a retrieval result of ap-
proximately 64%. When comparing the retrieval result of all features (AL) with
all but the Hu moments (NS), we learn that the Hu moments do not significantly
improve the results. By contrast, a comparison of the retrieval results of all fea-
tures (AL) and all features excluding our scope histogram (NH) shows that the
scope histogram improves the results by about ten percentage points. Eventually,
it is worth mentioning that a retrieval result of about 64% is only about twelve
percentage points less than the results achieved by the correspondence of visual
parts of [9] (which is 76.45%), that has a significantly higher time complexity of
O(mn3) for the comparison of two objects.

Table 2. Classification results for combined features: All numeric features (NF), all
numeric features and Hu moments (NH), all numeric features and scope histogram
(NS), Hu moments and scope histogram (HS), and all these features together (AL)

NF NH NS HS AL

51.58 53.99 63.75 53.81 64.26

As mentioned above, when performing the complete MPEG test, 1400 queries,
each consisting of 1400 comparisons of two objects, have to be processed. Al-
together, this results in nearly two million comparisons. In our Java implemen-
tation it takes only about 20 seconds to perform the MPEG test for the scope
histogram on a computer with Windows XP and an AMD mobile Athlon pro-
cessor with about 1.5 Gigahertz.

5 Discussion

Using the orientation grid we describe objects by the configuration of their parts,
i. e. we obtain self-referring descriptions. In doing so, a certain robustness can
be achieved regarding changes of the viewpoint. Our approach is particularly
suitable for rigid objects, since they do not change w. r. t. the configuration of
their parts. Nevertheless, there exist many areas in which the approach is appli-
cable, that is, there are many domains which deal with rigid artificial objects,
and it is the notion of positional-contrast which allows us to intuitively decide
whether two object categories can be distinguished. Robustness against noise
in the underlying image data is realised by applying approximation algorithms
and by using a qualitative approach, completely abstracting from exact quan-
titative data. Furthermore, it is worth mentioning that the application of an
intrinsic reference system brings in invariance against scale, translation, as well
as rotation.



Coming to a conclusion, we introduced a new approach offering constant
space complexity for the description of a polygon by its scope, which is its rela-
tive position w. r. t. one of its line segments. By computing the frequencies of all
occurring scopes, it is also possible to describe the whole polygon with constant
space complexity. This histogram representation also allows two objects to be
compared with constant time complexity. The evaluation results show that our
new approach outperforms other approaches which also offer constant time com-
plexity. Furthermore, due to the underlying concept of positional-contrast it can
be intuitively decided, whether it is worth combining it with other approaches,
namely with those ones which are not based on the description of the configu-
ration of their parts (e. g. square measures, roundness, etc. — not to mention
texture and colour). This combination leads to retrieval results of about 64% in
the MPEG test.
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